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/Aﬁfi}@}j It all began back at end of 2011...

= \We were searching for what would come after Par
Lab (2008-2013)



)\ Today’s software paradigm: “Apps”
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e "My new toaster has an App Store.

For 99 cents I can get an app that
burns a picture Elvis into the toast.
For 52.99 it will tweet when the
toast is done. "
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What’s the problem:

Functionality Encased in App Silos

Each task involves the
manual invocation of a
manually scheduled series
of applications

Each application has a
different: user interface,
account to register,
password, software
updates, payment model,
different subset of
supported devices...
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EXCELLENT
NEWS. I NEED
TO 60 TO NEW
YORK FOR A
COUPLE OF

Like ;;-
Ms. Potts ||
in
Iron Man

Or like Jeeves in
P.G. Wodehouse’s
Aunts Aren’t Gentlemen

® Have a dialogue with assistant who you can give high level goals vs. simple
steps, who remembers past tasks and can find information for you
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Post-ParLab Vision

Goal: “Computing continuum?: users’ perception is
always connected, always available

From mobile client 2> sensors + mobile client + cloud
From GUI = Virtual Assistant via Natural User Interfaces

From a giant menu of applications - set of integrated
services

From local-client scheduling - intelligent Client+Cloud
partitioning

Enable productive development of an integrated set of
services that meet end-user requirements of speed,
privacy, and reliability through intelligent use of client

and cloud computing. 6/56



AASPIRE Sponsor’s Feedback:

“Work on Energy-Efficient Computing”



AASPIRE Upheaval in Computer Design

= Most of last 50 years, Moore’s Law ruled

= Last decade, technology scaling slowed
— Dennard scaling over (supply voltage ~fixed)
— Moore’s Law (cost/transistor) over?
— No competitive replacement for CMOS anytime soon

= Users’ imagination unlimited, creating new useful
applications with endlessly growing compute demands

» Energy efficiency constrains everything
— Mobile
— High-performance embedded computing
— Warehouse-scale computing

= Parallel computing going mainstream, but only one-time
improvement in energy efficiency
= What next?



...z UCB HW/SW Specializer Stack
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